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A Neighbourhood Framework for Resource-Lean Content Flagging

Cross-Lingual Abusive Language Flagging 

● Online abusive language harms users of online platforms and has the 
potential to incite violence [Muller and Schwarz, 2018]. 

● Types of abusive language that online platforms want to flag:
○ Hate speech
○ Offensive language
○ Cyberbullying
○ Hostile flames 
○ Vulgar language
○ Insults
○ Profanity 
○ …

● Inflammatory content on FB was up 300% before Delhi Riots
○ The New York Times had said that of India's 22 officially recognised 

languages, Facebook has trained its AI systems on five. But in Hindi 
and Bengali, it still did not have enough data to adequately police 
the content, and much of the content targeting Muslims "is never 
flagged or actioned."1
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Problem Definition

● Content flagging with two classes
● Cross-lingual transfer learning challenge

Our Proposed 
Framework 
(kNN+)

1

● Interaction vectors (core 
contribution)

● No explicit voting
● Understanding the 

neighborhood at 
representation level 

Query–Neighbor Interactions
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Cross-Encoder Bi-Encoder

Joint encoding 
(concatenation): 
Query (q) + 
Neighbour (c) 

Separate encoding 
Query (q) and 
Neighbour (c) 

After training neighbour 
representations can be 
stored and directly 
used at inference time

Cross-Encoder Architecture
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Neighbourhood 
Representation

Decision: Is the query q Flagged or Neutral
Classify q based on neighbourhood representation.

We know the label of q at training time. 

Cross-entropy loss
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Abusive Benign

Abusive Entail (1) Contradict (0)

Benign Contradict (0) Entail (1)

Query (q)

Neighbour, ci
Cross-entropy loss

Bi-Encoder Architecture

1Multi-task Learning Loss

● Two choices for Mfeature 
○ XLM-R  (base model)
○ P-XLM-R – XLM-R trained with paraphrastic knowledge based on a 

large number of paraphrases 

Result: Cross-Lingual Transfer Learning

* The feature 
extractor model 
could be XLM-R and 
P-XLM-R1. 

** SRC indicates we 
pre-trained the 
neighbourhood 
model by using 
Jigsaw English as  
sources of query and 
neighbours. 

Result: Examples of Nearest Neighbors
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Turkish Query (flagged):

Re-rank items 
based on BE 
kNN+ scores and 
compute majority 
voting at rank 5

Conclusions

● Neighbourhood framework is effective for cross-lingual transfer learning
● Separate encoding of query and neighbours are effective

○ Possible to store dense vector representation of the neighbourhood database 
○ Inference: retrieve  neighbourhood and classify content
○ Neighbourhood database enrichment without re-training 

● Explanation of classification decision based on influential neighbours
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