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Abusive Language Flagging

e Online abusive language harms users of online platforms and
has the potential to incite violence muier and schwarz, 2018].

e Types of abusive language that online platforms want to flag:
Hate speech

Offensive language

Cyberbullying

Hostile flames

Vulgar language

Insults

Profanity
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Motivation: Lack of Multilingual Resources

Inflammatory content on FB was up 300% before Delhi riots, says internal report

Internal Facebook documents accessed by US media showed that the company’s researchers found Indian users are subject to “large amount of content that
ncourages conflict, hatred and violence”

Thttps://www.thenewsminute.com/article/inflammatory-content-fb-was-300-delhi-riots-says-internal-report-156878

The New York Times had
said that of India's 22
officially recognised
languages, Facebook has
trained its Al systems on
five. But in Hindi and
Bengali, it still did not have
enough data to adequately
police the content, and
much of the content
targeting Muslims "is never
flagged or actioned."’
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Contributions

e Novel framework: KNN™

o cross-lingual transfer learning
m works with hundreds of labelled data from the target language
o dense-vector representation of the neighbourhood
o voting strategy learned from the data
e |Improvements of up to 9.5 F1 points over strong baselines

o with eight languages from two datasets



Is the content flagged or not?
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Query-Neighbor Interactions

directly used at

inference time

Cross-Encoder Bi-Encoder
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Cross-Encoder Architecture
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Decision: Is the query q Flagged or Neutral

Classify g based on the neighbourhood representation.
We know the label of g at training time.



Cross-Encoder Architecture
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Cross-Encoder Architecture
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Bi-Encoder Architecture
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Choice of Mf
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e [wo choices for M___,
ure

o XLM-R (base model)

o P-XLM-R — XLM-R trained with
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Pre-training with Source Data (SRC)

We use the resource-rich English dataset for both query and neighbours.
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Dataset Statistics
Jigsaw En(glish)

e 160K examples
(used for training only)
e Language: English (EN).

Jlgsaw Multi(lingual)
8K examples
(500/600 for val/dev per language)
e Large class imbalance (only 15% flagged)
e Languages: Italian (IT), Turkish (TR), Spanish
(ES).

WUL (translation based)
e 600 examples per language
(100 for val/dev)
e languages: German (DE), Hungarian(HR),
Albanian (SQ), Turkish (TR), Russian (RU).

Dataset Examples Flagged % Neutral %
Jigsaw En 159,571 10.2 89.8
Jigsaw Multi 8,000 15.0 85.0
WUL 600 50.3 49.7
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Result: Cross-Lingual Transfer Learning

| Jigsaw Multilingual WUL
# \ Method ES IT TR DE EN HR RU SQ TR
I | Lexicon 358 405 340 709 706 639 636 582 718
2 | FastText 553 472 642 742 727 589 742 659 725
3 | XLM-R Target 63.5 564 806 821 757 732 767 713 78.8
4 | XLM-R Mix-Adapt 642 585 761 832 939 873 821 862 86.0
5 | XLM-R Seq-Adapt 60.5 583 812 839 880 800 800 863 835
6 | LaBSE-kNN 447 485 660 708 77.1 841 79.1 83.1 756
7 | Weighted LaBSE-kNN 448 383 521 717 854 824 795 837 810
8 | CE kNNt + MXIMR 589 63.8 785 804 838 862 776 835 854
9 | CE kNNt + MEXIMR 594 67.0 844 848 88.0 863 838 830 86.5
10 | CEENN*t + MEXMR > SRC 612 61.1 850 895 923 90.6 849 895 87.3
11 | BEKNN* + MELMR 522 603 750 816 808 779 780 79.6 79.6
12 | BE kNNt + MEXIMR 58.8 56.6 80.6 838 869 822 869 849 837
13 | BEKNNT + MEXIMR _, gpC 59.1 595 816 887 90.7 876 863 902 88.7

feature

* The feature
extractor model:
XLM-R or
P-XLM-R'

** SRC indicates
pre-training with
a large English

Jigsaw resource

1P-XLM-R comes with paraphrastic knowledge.
15



Performance in a Multilingual Scenario

Model Representations F1
Seq-Adapt XLM-R 64.4
M e 64.2
- XLM-
CE ENN /\/ll; 35,,%%3 62.8
MR — SRC  65.1
M e 65.5
+ _XLM-
BE NN /\/ll} é%xeR 63.7
MEXIMR _, SRC  67.6

feature

e Pre-training with a
source English dataset
is effective as
bi-encoders are
data-hungry

e BE ANN™ with
paraphrastic
representations is most
effective: both in terms
of efficiency and
effectiveness
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Conclusion and Future Work

e Our neighbourhood framework is effective for cross-lingual
transfer learning

o 3.6 and 2.74 absolute improvement in F1 over a strong baseline
o Separate encoding of query and neighbours is effective
m retrieve neighbourhood and classify content
e Future work
o add labeled English data without re-training
o explanation of classification decisions based on neighbours
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Thank You for Listening!

If you have more questions, please contact
smsarwar@cs.umass.edu
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