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Summary Pattern-Exploiting Training (PET) with a Label Encoder Sentiment-Based Stance Datasets

Cross-lingual stance datasets: Positive/Negative Step II: Step Ili:
Synonyms Sampling

100,000 examples (60K for training) 5 g Predictions . < .----Sentiment-Based Stance Datasets---- -
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Barack Obama Barack Hussein Obama Il (/ba'razk huz'sen ou'bazma/ (4 listen) be-
RAHK hoo-SAYN oh-BAH-ma;l'l born August 4, 1961) is an American
politician, lawyer, and author who served as the 44th president of the

i ‘\ | United States from 2009 to 2017. A member of the Democratic
Shakira (Th e Sun Comes Out World TOU") | | Party, Obama was the first African-American president of the United

who praised Shakira's stage presence and energy (' \; <1

Obama was born in Honolulu, Hawaii.

Obama was born in Honolulu, Hawaii.

1l

o Phoenix Suns :‘.,
However, the team would again fail )Q win a championship, { [}
S . |I V

Nl :,: (b) Mix (Unrelated)

R L

. @ Phoenix Suns
11 Obama was born in Honolulu, Hawaii.
/1

. 1 1/{)shakira (The Sun Comes Out World Tour) |
/
’ 'I :However, the team would again fail to win a championship, :

!

We explore cross-lingual few-shot learn- - E 5 e
ing (PET with a label encoder). - - : 2 He
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We generate (noisy) training data with SR .
self-supervised labelling using senti- \—“nfelﬂted—/ d ] b
ment analysis as a proxy. - ! ' o
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We experiment with knowledge transfer:

— transfer learning from English stance
— multi-dataset learning (MDL) in a
cross-lingual few-shot setting The largest study of cross-lingual stance e 15 diverse datasets: e Sentiment-based stance (en/mWiki)

. _ detection to date
We achieve strong performance in both — 12 languages — Sampled from 12,000 Wiki articles

few-shot and full-resource scenarios. Exploring  pattern-exploiting  training — 6 language famllle.s |
— yet, mostly small in size

Cross-Lingual Datasets

x multilingual: 1K per-language

(PET) for cross-lingual learning + English: all English

We create a challenging testbed for >y B
cross-language evaluation. Novel label encoding mechanism e Different topics \' — 300,000 examples (8:1:1 split)

. . — News, Politics, Debates, etc. ilberezotr.ca o |
Code & Data: Novel semi-supervised approach to pro- e English stance (enstance)

duce automatically labelled instances e Over 30 unique labels : : — 16 datasets

— (well-known) Favor, Against, etc. — 24 unique labels
— (additional) Neutral, etc. — 250,000 examples (154K for training)

— (unusual) Other, Question, etc.

Promising results in a cross-lingual
testbed.

Few-Shot Results

Zero-Shot Inference Full Resource Training e Training on 32 examples yields large vari- 32 shots N shots
00.4 —@— Pattern —m—  enWiki —&— mWiki
—3— enstance —+— MDL Pattern —4+— MDL mWiki

ance and instability of the model 50
g 622

61.3 — o varies from 1.1 to 8.9 (3.5 avg.) 454 459

— en/mWiki reduce avg. o to 2.7
— MDL drops o to under 1.7
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F1 macro

¢ Multilingual sentiment pre-training is bet-
ter than English sentiment pre-training.

F1 macro
F1 macro
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F1 macro

e English stance adds 3-12 F1 points in a
few-shot setting compared to other models.

e Thereis a risk of introducing additional bias
with the pre-training.
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